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Abstract
Each state is known for its main economic resource. This resource is one of the factors
affecting all its economic indicators. Oil is the main economic resource in Azerbaijan.
Undoubtedly, the volume of oil production and especially oil prices on the world market play
the role of the main driving force of the economy. Thus, many macroeconomic indicators,
economic development, economic growth, sustainability indicators, social welfare of the
population, balance of payments, foreign trade are highly dependent on the oil factor. At this
time, the banking sector is not an exception. In this study, the impact of the world price of oil
on monetary aggregates, which act as certain indicators of the banking sector, has been
evaluated. The study covers the period 2005M01‒2023M09. The overall result of the study
was an emphasis on the importance of further deepening the measures taken to reduce the
dependence of the monetary policy of the state and the banking sector on the oil factor in
parallel with the further acceleration of work on the diversification of the economy and the
development of the non‒oil sector. 
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Introduction
The working conditions of the Central Bank in 2022 are characterized by the multifaceted
impact of global economic processes on the country's economy. The recovery of global
demand at a faster pace than supply, the sharp volatility of world exchange prices for raw
materials and inflation in the countries of trading partners, as well as the growth of supply
and logistics costs, affected inflation within the country. In terms of balance of payments and
support for domestic economic activity, the external environment has been largely favorable
for Azerbaijan. 
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Given the balance of payments surplus, the supply on the foreign exchange market expanded
and the country's strategic foreign exchange reserves continued to grow. A number of
decisions were made to improve the operational basis of monetary policy, and the
introduction of monetary policy instruments in a new configuration has begun. Work will
continue in the direction of improving the strategic and operational foundations of monetary
policy, guided by the "Strategy for the socio‒economic development of the Republic of
Azerbaijan for 2022‒2026". The year 2022 is characterized by growing geopolitical tensions,
rising commodity prices on world exchanges and inflation in trading partner countries,
continued problems in the global value chain and the impact of these processes on the global
economy at a time when the world is gradually recovering from the pandemic (CBAR,2023).
Despite rising inflationary pressures in an increasingly complex global environment,
Azerbaijan's external sector performance has improved and economic growth has picked up.
Economic activity in the world is on a downward trend in 2022.
In 2022, monetary policy was aimed at alleviating inflationary pressures through adequate
monetary conditions, and excess growth in aggregate demand was limited by monetary policy.
The introduction of the new operational framework for monetary policy for the first time
allowed the interest rate band to influence the interbank market. During the year, the largest
increase in prices was recorded for energy products. The average Brent oil price per barrel in
2022 was approximately $99.2, up 40% from the 2021 average price of $70.9. The January
IMF report predicts a decrease in the price of 1 barrel of oil to an average of $81.1 in 2023
(October forecast was $85.5), and in 2024 it will be at $75.4. The world oil price will be
formed under the influence of global economic activity, geopolitical factors and decisions
made within the framework of OPEC ++. According to the forecasts of major analytical
centers, the consensus price in 2023 is $92 per barrel, including $85.5 according to the IMF.
In general, global oil demand is forecast to stabilize in 2023 amid weakening economic
growth. Given the high volatility of the Azerbaijani economic environment, the Central Bank
will regularly update macroeconomic forecasts for 2023 under various scenarios
(CBAR,2022a).
Our goal in the article is to study the impact of rising and falling oil prices on the world
market on the monetary aggregates in Azerbaijan and the following hypothesis was put forth
in the research:
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Analysys of the economy and monetary aggregates
Since the study period covers the years 2005m01‒2023m09, we have to give general figures for
2022.  Thus, the macroeconomic data for 2022 can be said that the   133825.8 mln. manat,
growth rate 104.6%, GDP deflator 137.3%, N‒oil   61619.5 mln. manat (GR109.0%), capital
investments 18272.3 mln. manat, (  105.5%), Nominal income of population 68914.6 mln.
manat (GR 120.5%), Nominal average monthly wage 839.4 Growth rate (  114.7%) CPI
monthly 1.0%. Annual average was 13,9%.  During this year Budget revenue, 30660.5 mln.
manat, as a share of  , 22.9%, Budget expenditure 32063.3 mln. manat, as a share of  , 24.0 %,
Budget surplus ‒1402.8 mln. manat, as a share of   was −1.0%. As of January 31, 2023, 25
banks are operating.  The total assets of operating banks amount to 45,861.9 mln. manats,
total liabilities 40,200.2 mln. manat, balance capital 5661.7 million manat was manat. Since
the study period covers the years 2005m01‒2023m09, we have to give general figures for 2022.
Manat on average (december 2000=100) Nominal effective exchange rate () Total 93.2, N‒oil
sector 137.9, Real effective exchange rate () Total 118.6, N‒oil sector 109.3,  dollar was 123.7. 
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Monetary survey (end of period) Net Foreign Assets 22128,41 mln. manat, Net Domestic
Assets 16003.32 mln. manat, Claims on economy 19464.99 mln. manat, Broad Money
38131.73 mln. manat, Broad money, in manat 26111.83 mln. manat,Velocity of money was
4.81. Analytical Balance of CBA (end of period) Official foreign reserves 7534.06 mln. US
dollars, Net claims on central government ‒4655.08, Net claims on banks and non‒bank
credit organizations 7594,108, Monetary base 17449.88, Monetary base, in manat was
15563.33. Analytical Balance of Commercial banks (end of period) Net Foreign Assets of
which 6424.6, Gross foreign assets 8512.425, Foreign liabilities ‒1559.03, Claims on economy
19464.99, Deposits in manat 14398.74, Deposits in foreign currency was 12019.26. Money
aggregates (end of period) Broad Money Supply (M3) 42824.9, M2 money aggregate 29565.6,
M1 money aggregate 25365.8, Cash outside banks (M0) 13297.5, Demand deposits in manat
12068.3, Time deposits in manat 4199.8, Deposits in hard currency 13259.3, Money multiplier
Ratio of M3 to Reserve Money 2.05, Ratio of M2 to manat Reserve Money was 1.69.
Monetary base (end of period) Monetary base 20900.3, Monetary base, in manat 17460,3,
Cash in circulation 14714.4, Correspondent accounts 6169.7, Required reserves 1389.2, Ratio
of cash in circulation to Monetary base was 70.4%. At the same time, it can be said that the
average price of Brent oil was 100.9 USD in the 11th month of 2022, which is 42% more than
the average price of the previous year (71 USD) (CBAR,2022b). 
Literature review
Here it was determined that there is a positive relationship between the price of oil and
foreign exchange earnings. In another study (Shetty and Ibrahim, 2017), between July 2014
and March 2016, a conceptual model was developed and examined that reflects the impact of
the recent drop in oil prices on the main profitability indicators of the banking sector. The
model predicted that falling oil prices would have a negative impact on Oman's banking
sector. 
In another article (Tabash and Khan, 2018). the effect of fluctuations in WOP on the growth
of Islamic banking investments in the United Arab Emirates is discussed. In addition to the
price of oil, the study used other variables such as   and   to determine the factors driving the
growth of Islamic banking investment in the emerging UAE economy. The study is based on
an econometric analysis using annual time series data between 1990 and 2015 for the variables
under study. The main results of the study using   and Granger causality tests showed that
WOP have long‒term and short‒term relationships with Islamic banking investments in the
UAE. Saif‒Alyousfi et al., (2018) analyzed the evolution of the banking sector in the six GCC
countries, including concentration, lending trends, balance sheet and financial security, and
oil prices, over the period 2000‒2014 and concluded that the level of capitalization of banks
in these countries is a significant factor of financial comfort, despite the negative impact of
the crisis. Despite apparent financial stability, there has been a sharp increase in lending in
line with the steady rise in oil prices, low levels of bank liquidity compared to international
standards, and certain weaknesses in the GCC country's banking sector that need to be
examined. However, they noted that the capitalization level of banks here is quite high.
Meanwhile, the authors note that despite the apparent financial strength, a sharp increase in
credit has been recorded in these countries due to the continuous increase in oil prices, which
has a negative impact on the liquidity of banks, they came to the conclusion that banks
maintain a low level of liquidity compared to international standards. 
In the works of researchers from the CIS countries (Dosmagambetv et al., 2019), the status of
CGS in financing small and medium‒sized businesses in Kazakhstan was discussed. In
addition, an empirical analysis was presented using the VAR structural method, which
showed that the creditworthiness of the entire financial system of Kazakhstan depends on oil
prices. In addition, it was found that the volatility of oil prices affects the value of the
currency, which in turn affects the financial position of small and medium‒sized enterprises. 
Lee and Lee (2019) examined the impact of oil prices on banking performance in China over
the period 2000–2014, using a wide range of CAMEL indicators (capital adequacy, asset
quality, management, profit and liquidity) and concluded that oil prices significantly affect
the results of banking, as their increase leads to a decrease in the efficiency of banking in
terms of capitalization, efficiency management, profitability and liquidity. 
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Viliani et al., (2019) using daily data, based on the results of a study dedicated to the
asymmetric effect of the Iranian oil price on the bank stock index of the Tehran Stock
Exchange, it was determined that the coefficient of the long‒term transfer of the oil price to
the bank stock index is positive. Based on the short‒term models of  , the relationship
between the positive components of the bank stock index and oil prices was evaluated and it
was determined that the asymmetric relationship between the bank stock index and the oil
price was determined. In the research of Salimi et al., (2021), the effect of oil price on the
monetary system was investigated, emphasizing the real sector of the Iranian economy, using
the SVAR model for the years 1984‒2016. Kocha et al., (2020) investigated the impact of
Covid‒19 and the WOP shock on the liquidity of the Nigerian banking system between June
1, 2019 and June 30, 2020 and concluded that there is a negative significant relationship
between the oil price and banking system liquidity. In addition, the results of the Johansen
co‒integration test indicate that the series are co‒integrated or that there is a long‒term
relationship. According to the result of the Granger test, there is no evidence of a causal
relationship between an WOP shock and banking system liquidity and vice versa. Based on
this, the study concludes that fluctuations in oil prices significantly affect the liquidity of the
Nigerian banking system. 
Naimy and Kattan, (2020) examined the structural changes in the work of banks for various
aspects of bank performance (profitability, liquidity, credit quality and capitalization) in light
of the recent drop in WOP in 2014 by using the Chou econometric test to determine the
impact of recent WOP  on the banking system of the Persian Gulf countries during the
period 2011‒2017. Although Qatari banks show stability, negative structural changes in the
credit quality of Saudi banks, positive changes in the level of capitalization, negative changes
in profitability, credit quality and capitalization of UAE banks were found.
Another study (Iwedi and Lenyie, 2021) examined the impact of WOP on the Nigerian
banking sector from February 1, 2020 to June 30, 2020. It has been determined that there is a
significant negative relationship between the shock of WOP and the financing of the banking
sector of the Nigerian economy. That is, the fall in WOP had a negative impact on the
financing of the economy by the banking sector. Overall, it is concluded that the effects of
WOP an shock are the determining variables influencing the ability of the banking sector to
finance the Nigerian economy. Mohammad and Aliyu (2022) use generalized moment default
probability and Z estimate based on 2008–2016 data to empirically investigate the asymmetric
relationship between WOP changes and traditional and Islamic banking stability in the
MENA and the results obtained by measuring banking stability were that the banking
stability of both types of banks respond to positive and negative WOP shocks. At the same
time, it is emphasized that the stability of banks is somewhat better than that of Islamic
banks in the region. 
In their study, Al‒Mohamad et al. (2022) examined the impact of WOP volatility on the
efficiency of banks in the BRICS countries (Brazil, Russia, India, China and South Africa) as
a tool to ensure the financial stability of the banking sector in the region. They applied a
non‒parametric methodology known as data coverage analysis (DEA) using data from 112
banks from 2003 to 2018. According to the results of the study, the banking system of China
showed efficiency (90%), South Africa (87%), Brazil and India (77%), and Russia showed the
least efficiency (50%). This highlighted the difference between oil importers and oil exporters. 
Another study (Falahpor et al., 2022) investigating the impact of WOP shocks and economic
sanctions on Iranian bank liquidity creation and the use of PSTR models in a non‒linear
structure considering country specific conditions. Negative WOP shocks have a negative
impact on the generation of balance sheet liquidity, as well as on the overall liquidity
generation of large banks, but have a positive impact on small banks. The results of positive
jumps in WOP are significant only for the balance sheet liquidity of large banks. While
examining average WOP shocks, the results show that WOP shocks hurt liquidity generation
in large banks, but do not have a significant impact on small banks. Economic sanctions have
a positive effect on the creation of liquidity of large banks and do not have a significant
impact on small banks. Overall, the results again show that the impact of negative WOP
shocks on bank liquidity is higher than positive WOP shocks and economic sanctions. In
addition, it is necessary to create mechanisms to compensate for the negative impact on
banks. 
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Information base is the CBA. Information about the variables was compiled and obtained
from this source. The established models assessed the impact of WOP on the following
variables. Money aggregates:  Broad Money Supply (M3), M2 money aggregate, M1 money
aggregate, Cash outside banks (M0), Demand deposits in manat (DDM), Time deposits in
manat (TDM), Deposits in hard currency (DHC), Money multipliers: Ratio of M3 to
Reserve Money (M3/MB), Ratio of M2 to manat Reserve Money (M2/MB) (A.Table 1,
A.Picture 1). The study covered the period 2005m01−2022m08 using monthly data.

The functional dependence of monetary aggregates on world oil prices is presented below. 

The principal focus was on the impact of WOP on the monetary aggregates listed above. The
function expressing this effect is given by equations (1)‒(9) and (10)‒(18). These equations
were used to estimate the coefficient of WOP as an explanatory variable. Here,   is the point
of intersection of the models,   and   are the coefficients explaining the variable, and    time.
Data Description
Several preparatory steps are required before the ARDLBT co‒integration procedure. In this
regard, the first step is to analyze the variables (time series) using static and graphical
methods.
Descriptive statistics of the time series are given in A.Table 2. Here variables—   and   is
normally distributed according to the J–B criterion. Other variables —  and   not normally
distributed. Kurtosis (excess) range variables –  between WOP are not more than 0.1‒0.9.   
between world oil prices more than 2.3. The standard deviation here have not been so many
of them.   and  have a negative asymmetry.
Descriptive statistics of the time series in logarithms are given in A.Table 3. Here variables—
and   is normally distributed according to the J–B criterion. Other variables — and  not
normally distributed. Kurtosis (excess) range variables –between WOP are not more than 0.3‒
0.9. LM0, LM1, LM2, LTMD between WOP more than 1.2‒3.05. The standard deviation
here have not been so many of them. In all variables except   have a negative asymmetry
Descriptive statistics of time series in first differences are given in A.Table 4. Here variable—   
is normally distributed according to the J–B criterion. Other variables — and   not normally
distributed. Kurtosis (excess) range variables –  ,  ,   between WOP are not more than 0.1‒1.1
between WOP more than 2.0‒10.2. The standard deviation here have not been so many of
them. In all variables except and   have a negative asymmetry.
URT −Stationarity
In the study, we refer to the  model. Therefore, after presenting descriptive statistics of time
series, the first step in ARDL analysis should be unit root analysis. That is, before checking
for the presence of a co‒integrating relationship between the variables of the time series and
the evaluation of the  boundary test, it is required to check their unit root (stationarity).
Three traditional tests were used in our study:  (Dickey and Fuller, 1981),  (Phillips and
Perron, 1988) and KPSS (Kwiatkowski et al., 1992) tests. However, many researchers have to
apply both traditional and structural URT to ensure that variables are not related I(2). In this
study, we will not resort to tests for the root of the structural unit. 
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The ARDLBT co‒integration procedure is one of the widely used econometric methods to
study the possibility of cointegration between time series. This method has been used only
recently. Established models are able to account for sufficient delays. This feature allows you
better to reflect the mechanism of connection between time series. Compared to traditional
co‒integration methods that have been known for many years, this method does not require
all time series to have the same I(0) or I(1). In models built by this method, different integral
variables (I(0) and I(1)) can be used. In other words, for the   cointegration procedure, each
variable can be either I(0) or I(1). In this case, I(0) and I(1) can be evaluated simultaneously
or separately. However, I(2) integration of any of the variables is unacceptable. In no case I(2)
should be existed. And this may invalidate the   methodology and its results (the ZF statistic
and all critical indicators defined by Pesaran) (Pesaran and Shin, 1999, Pesaran et al., 2001).
This method also confirms the tendency of the model time series to long‒term equilibrium.
Application of this method then   to differentiate between long‒term and short‒term
relationships. Long‒term relationships between time series can also be examined using the  
cointegration procedure. Since both dependent and independent time series are defined using
lags, autocorrelation and endogeneity of the model have also been assessed.

ARDLBT co‒integration procedure produces unbiased estimates, ignoring the endogeneity
of some regressors. Valid and reliable t statistics is also provided here. Proper selection of the
appropriate lag for the model can significantly mitigate its endogeneity problem by reducing
the residual correlation to zero. In addition, the integration of   into long‒term equilibrium is
also allowed. This process is done through linear transformation and does not corrupt data
over time. The   approach is more reliable for short time series compared to the Johansen and
Juselius co−integration methodology (Johansen and Juselius, 1990) and Engle−Granger
method 

Moreover, with this method, he also determines the rate and behavior of convergence to the
long‒term variable equilibrium. In other words, the equations constructed here include an
unbounded ECM. p - is the delay length, that is, the delay period is determined using the
information criteria AIC and SC. To begin the ARDLBT  co‒integration procedure, the null
and alternative hypotheses are formulated and tested. The t‒statistic (Banerjee et al., 1998)
and F‒statistic (Pesaran et al., 2001) tests are applied to the lagged regressors presented in the
model. Below are the null and alternative hypotheses:

Since exact critical values for integrating I(0) and I(1) do not exist, corresponding tables for
this test were prepared using the previous method of Pesaran et al., (2001) to make the  F-
statistic test a standard test. The table they prepared shows the asymptotic distribution of the  
F- statistic for different cases. However, time series study periods are not very long, as many
studies are over years. Regarding this issue, Narayan (2005) developed special F- statistic
tables for those with little time series study periods and presented them to the scientific
community (Alabdulwahab, Sami, 2021).
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In many studies that have encountered similar cases, Narayan diagrams are used to test the
validity of the hypotheses and models established by the researchers. The critical value
comparison tests presented in the tables of Pesaran et al., (2001) and Narayan (2005) are
currently performed using econometric software packages Eviews9‒13. We also applied to
both authors. Moreover, we also referred to Sam et al., (2019) another test of ARDL to
determine cointegration. The continuation of the study depends on the result of comparing
the F‒statistic with the critical value in the table regarding whether the null hypothesis is
rejected or not. The results of the  statistic test that are greater than I(1) mean that there is
co‒integration between variables, while those that are less than I(0) mean that cointegration
between variables is not possible. Thus, the F‒statistic test takes into account all variables in
the model. If  the result of the  statistic test is between the two critical boundary values I(1)
and I(0), then this is considered a case of no result. So in this case it is impossible to say any
specific opinion. The solution is not entirely clear. As a result, a different co‒integration
method can be used if  the researcher considers defining co‒integration to be his primary goal.
In addition, an appropriate t‒statistic test is applied to cross‒check the following hypotheses

The procedure for accepting the null hypothesis for this test is similar to the F‒statistic test.
Thus if  the fresults of the   statistic test exceed the I(1) critical value, that is, the threshold
(Pasaran et al., 2001), then the co‒integration between the variables and the reliability of the
model are considered to be accepted by the corresponding  statistic test.   is used to calculate
the acceleration, deceleration and correction of the short‒term estimation when the
established model goes into a non‒equilibrium state.

Based on the above equations, long‒term models are constructed to restore the    to the
previous equilibrium after the accumulation of short‒term deviations from equilibrium.
Taking long‒term data into account,   includes both short‒term and long‒term coefficients in
the models. In these models, φ, the  coefficient, reflects long‒term causality. For the
equilibrium model to be significant, this coefficient must be negative and statistically
significant.
A diagnostic test for a model
Tests associated with the   co‒integration procedure show that    in equations (10)–(18) is
consistently free and normally distributed. The diagnostic tests for     models are given here:  
the   test for serial correlation (Durbin and Watson,1971), the  test for serial freedom
(Breusch,1978; Godfrey,1978), and the   test for normal distribution (Bera,1980; Jarquet and
Bera,1981;1987). Besides, the   (Breusch and Pagan,1979) and   (Bollerslev, 1986; Engle, 1982)
tests were used to test for heteroskedasticity of the models.
Checking the stability of the model
The dynamic stability of models is very important for their correct autoregressive structure.
The CUSUM and CUSUMQ tests were used in the study (Brown et al.,1975; Pesaran and
Pesaran, 1997). These tests, as well as the Ramsey   (statistical) test (Ramsey, 1969; Ramsey,
1974), were performed to test the stability of the   model.
FMOLS, DOLS and CCR
Alternative co‒integration methods —   (Phillips and Hansen, 1990),   (Stock and Watson,
1993),   (Park, 1992) and Engle‒Granger analysis (Musayev and Aliyev, 2017) — are very
useful for confirming the significance of the   co‒integration procedure in research. For a
more reliable analysis, the results of   co‒integration approach need to be reviewed several
times. Furthermore, Engle‒Granger and Phillips‒Ouliaris co‒integration tests (Phillips
Ouliaris, 1990) were used to test the  ,   and   regression equations.
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2 null hypotheses are put forward in this case:

In the first case, the failure of any of the null hypotheses, as a result of the mentioned tests,
indicates Granger causality. In the second case, if  both null hypotheses are rejected, then an
inverse relationship arises between the variables. In the third case, accepting both null
hypotheses means that there is absolutely no long‒term co‒integration relationship between
the variables.
Granger cause–and–effect relationship for the short term
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Granger causality test
The presence of co‒integration between variables also means that there is a causal
relationship between them. Granger (1969) noted that the causal relationship between
variables can be unidirectional or bidirectional. Moreover, he argued that indicators of
correlation between variables are not sufficient to assess the relationship between these
variables. Granger explained this by saying that the variables in the models do not have an
indirect relationship with the third variable. Moreover, in addition to determining the
presence of long‒term relationships, the direction of the relationship between variables can be
determined, as well as short‒term relationships can be assessed (Aliyev et al., 2016). The   
model was applied to test Granger causality:
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Interpretation and discussion of model results
URT results 
According to the above mentioned, applying the   co‒integration procedure requires that all
variables be at most I(1). That is, their lack of I(2) is put forward as the main condition.
Before starting the   co‒integration procedure, the second step is to check the unit root, that
is, the stationarity of the variables. The results of the unit root of the variables and
stationarity tests are shown in Table 5. Traditional tests of   and   were carried out as a test.
Regarding the results of testing variables at their levels, According to the ADF test, the
variables   and  have only been in the Constant version and while the variables  and   have
been  in the version with a Constant and Linear Trend ‒ I (0). This was not the case in the
None version of the test. According to the PP test, the variables   and  have only been in the
Constant version and while the variables   and    have been in the version with a Constant
and Linear Trend ‒ I (0). This was not the case in the None version of the test. According to
the   test, the variables and  (0.01%) have only been in the Constant version and while the
variables  (0.1%)  and    have been  in the version with a Constant and Linear Trend ‒ I (0).
Since there is no "None" option in the test, it is not checked. Here, in the “Constant”,
“Constant” and “Linear Trend” variants of the   and   tests, the null hypothesis – non‒
stationarity of the variables – was not accepted, and the stationarity of the variables in both
variants (Constant, Constant and Linear Trend) of the   test was confirmed. Testing the
model variables at different levels allows us to apply the   co‒integration procedure. Standard
unit root tests then confirmed that neither variable is I(2), which is one of the main
conditions for the applicability of the   co‒integration procedure (Table 1 and A.Table 5).
As mentioned above, models built using the ARDLBT co‒integration procedure were
subjected to appropriate tests for the absence of serial correlation or heteroscedasticity. First
of all.    for these models is 0.99, 0.99, 0.99, 0.99, 0.99, 0.99, 0.99, 0.99, 0.99, 0.99, 0.92 and 0.
90 respectively. The adjusted   was equal to .99, 0.99, 0.99, 0.99, 0.99, 0.99, 0.99, 0.99, 0.99,
0.99, 0.92 and 0. 90 respectively. This indicates that approximately 99%, 99%, 99%, 99%, 99%,
99%, 99%, 99%, 99%, 99%, 99% and 90% of the variance of the dependent variables ( , , , , , ,  
and ) it means that this is explained by the model, and the remaining % is, due to error or
other factors, not taken into account in the model. 

F- statistic is: 16006.37, 45592.40, 12110.25, 12110.25, 16971.88, 8135.59, 24391.51, 6772.82,
9869.76, 11668.67, 602.13492.5106 229.95and 386.39 respectively, and the  values are also
0.00. These results indicate that the models are not misfit. This means that the null hypothesis
for the coefficients is not accepted. 
Diagnostic test results
DW- statistic is 2.07, 2.09, 2.09, 1.72, 1.98, 2.06, 1.75, 2.13, 2.06, 2.06, 2., 1.92 and 2.06
respectively (A.Table 8). Based on the results of comparing the listed indicators with the
corresponding critical values given in the   table for   and  , it was established that the
indicators of the   models exceed the critical statistical values:   . A.Table 11 present the results
of tests for serial correlation, serial correlation ( ), heteroscedasticity ( ) and normality ( ).
Based on the test results given in the table, we can say that the listed models are somewhat
outdated, although not completed. These indicators make the application of the   procedure
acceptable.
Stability of models
The reliability of the results of models built using the   co‒integration procedure is ensured by
testing the long‒term structural stability of the model parameters. Brown et al., (1975)
proposed the use of   (cumulative sum of recursive residuals) and   (cumulative sum of
recursive residuals) for long‒term structural stability of parameters in models. The results of   
and   at the 5% significance level are presented in the tables, respectively. The test requires that
the   and   plots remain within a critical threshold of 5% for the model to be significant in
terms of long‒term structural parameter stability. Plots for   in all models in this study are at
the 5% significance level. However, the graphs for   are not within the 5% significance level.
This means that the models are not completely stable. Thus, systematic changes in the
coefficients occurred during the study period.
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ARDL co−integration test
Since the models have fully passed the diagnostic test, we can proceed with the ARDLBT co‒
integration procedure. The results of estimating the lagged ARDL co‒integration models
were as follows: Model 1:  statistics were 16.05  and 8.11 ( (—3.92) and (—4.95)), Model 1A:
17.53 and 9.20 ( (—4.68) and (—5.25)), Model 2: 8.20 and 5.70  ( (—3.98) and (—4.10)),
Model 2A: 16.02 and 9.71 ( (—5.15) and (—5.42)), Model 3: 14.63 and 7.92 ( (—4.76) and (—
4.89)), Model 4: 6.53 and 4.75 ( (—3.55) and (—3.79)), Model 4A: 13.03 and 9.18 ( (—4.96)
and (—5.29)),  Model 5: 3.43 and 3.49 ( (—2.16) and (—3.25)), Model 6:  9.40 and 8.40 ( (—
4.30) and (—5.05)), Model 7: 8.10 and3.55 49 ( (—3.23) and (—3.09)), Model 8: 3.60 and 4.05  
(—3.55) and (—3.99)), Model 9: 3.89 and 4.75 ( (—4.75) and (—3.80)). Whether there is co‒
integration between the variables in the models, F‒statistics in the tables presented by Pesaran
et al., (2001) and in the tables prepared by Narayan (2005) for models covering a shorter
period and can be verified by comparison with the critical values in the tables prepared by
Sam et al., (2019). In addition,  statistics and t‒statistics can be obtained using econometric
software packages Eviews9‒13 and automatically compared with the critical values developed
by Pesaran and Narayan. In all models, an F‒statistic that exceeds the upper limit of Pesaran,
Narayan and Sam's critical values by 1% indicates the presence of long‒run interaction or in
other words, co‒integration relationships between the variables in the model (Table 2 and
A.Table 9). 
Conditional Error Correction Regression and short−term interactions
CECR
Long‒term relationships between the variables presented in the models were tested using the   
co‒integration methodology. Moreover, the statistical properties of the models were tested
using serial correlation, heteroscedasticity and normal distribution. The results of the long‒
term assessment of the model variables are shown in Table 10.   and  took on a positive sign
at a one‒unit delay in these models (1,1A, 2,2A, 3,3A, 4,4, 5, 6, 7 and 8) and a negative sign in
these model 9 (  positive). This ensures co‒integration of the models. Thus,   and   has a
positive impact on   and   in the long term. 

Short−term dynamics
Table 9 shows the results of short−term relationships. In all constructed models, the
coefficients of ECT are negative and have a statistical significance of 0.01%. This case means
that the condition for confirming short‒term dynamics is executed. This also means that there
are long‒run relationships between the dependent variables and the regressor in the models.
Additionally, the ECT coefficients also confirm that the models are again approaching
equilibrium after moving away from equilibrium, with the following annual adjustment rate.
FMOLS, DOLS, CCR and Long−term interactions
The reliability of the established co‒integration relationships between the model variables is
also related to the statistical significance of the coefficients of the variables. A.Table 10 shows
the results of the coefficients of the variables in each of the long‒term relationship equations
estimated using  ,   and  . Furthermore, short‒term and long‒term causality as well as strong
causality were also analyzed using Engle‒Granger co‒integration method/ 
Granger causality test
This test is based on the fact that only one of the variables is an absolute cause ( )  and   and
the others (  and  ) are effects. A.Table 13, Panel A below, presents the results of the Granger
causality test.  Based on the results, it can be noted that the level of significance of   acting as
a cause is not at all high. 
Thus, it should be noted that the short‒term cause‒and‒effect relationship between the
variables in the models is not determined. Despite the absence of such a relationship, mutual
causation between the variables and strong causality in the long term were found.
Additionally, this table shows that white noise errors ( ) are constant across all models. For
this purpose, the root test of the   module was used. The results of the stationarity tests are
shown in Table 14. It should be noted that short‒run and long‒term causality can be analyzed
more fundamentally by applying the Engle‒Granger co‒integration method. Long‒term
causality and strong causality among model variables were confirmed in models. 
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Results of Bayer‒Hanck Cointegration Test
The calculations carried out determined that the Results of the Bayer‒Hanck Cointegration
Test are significantly different (A.Table 15).
CONCLUSION AND POLICY IMPLICATIONS
The hypotheses proposed in the article turned out to be almost correct. So, depending on the
historical and geographical conditions, a part of economic resources prevails in each state.
These resources, either in the form of raw materials or in the form of finished products
produced thanks to them, enter the domestic and world markets and become the driving force
of their own economy, and not infrequently, the world economy. Azerbaijan also enters the
world market with oil, which is one of the natural resources and is considered the main source
of energy. This oil is the basis for the formation, development and stability of the Azerbaijani
economy, including the financial and banking sector. It has an indirect and mainly direct
impact on the activity of the financial and banking sector and the system of indicators. In
addition to the main macroeconomic and microeconomic indicators, the indicators of the
financial and banking sector move in sync with the oil factor, that is, with WOP. Monetary
aggregates are also highly dependent on this factor. The rapid rise and fall of oil prices and oil
revenues in 2008‒2009 and 2014‒2017, in other words, their fluctuations, did not affect these
monetary aggregates. However, in February and December 2015, the devaluation of the
Azerbaijani manat and other monetary policy measures were able to stabilize the situation.
The main idea we put forward is as follows, to highlight the role of Azerbaijan's oil revenues
in the economic development and economic growth depending on the WOP, to highlight their
important place in the financial and banking sector, and to reduce the impact on the
monetary aggregates, diversifying the economy and the non‒oil sector to recommend further
acceleration of development works. Thus, the oil factor has been affecting the financial‒
banking sector and monetary aggregates in Azerbaijan for a long time in the short, medium
and long‒term perspective. In addition, in the course of a scientific and empirical study of
changes in the financial and banking sector and monetary aggregates in Azerbaijan against
the backdrop of a rapid increase in WOP and oil revenues, as well as their sharp decline, the
following results were obtained:
- WOP have a great impact on the financial and banking sector and monetary aggregates, not
only in the short term, but also in the medium and long term. This result requires a deeper
assessment of the overall dynamics of the financial‒banking sector in terms of its structure
and quality.
- Excessive dependence on oil can increase uncertainty in the financial‒banking sector along
with macroeconomic uncertainty. The economic and financial crises observed over the last 10
years are proof of this. Monetary policy and exchange rate management can provide a solid
basis for diversifying the economy and removing the impact of changes in WOP on the
financial and banking sector. 
Moreover, the results of this study suggest that the dependence of the economies of oil
exporting countries on the WOP and its sensitivity to its fluctuations may also apply to
Azerbaijan and its economy. Thus, in order to eliminate the dependence of the economy, and
especially the financial and banking sector, on fluctuations and shocks in WOP, or at least
reduce this dependence and ensure more sustainable development of the country, it is
necessary to emphasize the usefulness and importance of constant government policy in this
area. The results obtained as a result of the study can become one of the scientific
foundations of the state’s economic policy aimed at diversifying the economy of Azerbaijan
or other similar oil‒exporting countries and reducing the impact of WOP shocks on their
economies and especially on the financial and banking sector.
Ethical consideration
The study was conducted in accordance with the Declaration of Helsinki and approved by the
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A.Table 1: Data and internet resource

Variables Source

Broad Money Supply (M3) www.cbar.az

M2 money aggregate www.cbar.az

M1 money aggregate www.cbar.az

Cash Outside Banks (M0) www.cbar.az

Demand Deposits in manat www.cbar.az

Term Deposits in manat www.cbar.az

Deposits in freely convertible currency www.cbar.az

Ratio of M3 to Reserve Money www.cbar.az

Ratio of M2 to manat Reserve Money www.cbar.az

World oil prices – barrel/ (dollars) www.cbar.az
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A.Figure 1: Variables in its level for the and in its first difference
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A.Table 2: Descriptive statistics for the variables

A.Table 3: Descriptive statistics for the logarithmic of the variables

A.Table 4: Descriptive statistics for the first difference of the variables
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A.Table 5: Unit root test result of  the data in its level and in its first difference.
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A.Table 6: VAR Lag Order Selection Criteria
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A:Table 7. Models
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A.Table 9: Results of  from Bound Tests
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A.Table 10: Conditional Error Correction Regression 
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A.Table 12: Coefficients of long−range models

A/Table 13: Results of  ECM  


